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Guix-HPCisacollaborativeefforttobringreproduciblesoft-
waredeploymenttoscientificworkflowsandhigh-performance
computing(HPC).Guix-HPCbuildsupontheGNUGuix1

softwaredeploymenttoolsandaimstomakethemusefulfor
HPCpractitionersandscientistsconcernedwithdependency
graphcontrolandcustomizationand,uniquely,reproducible
research.

Guix-HPCstartedasajointsoftwaredevelopmentproject
involvingthreeresearchinstitutes:Inria2,theMaxDelbrück
CenterforMolecularMedicine(MDC)3,andtheUtrechtBioin-
formaticsCenter(UBC)4.GuixforHPCandreproducible
researchhassincereceivedcontributionsfrommanyindividuals
andorganizations,includingCNRS5,UniversitéParisCité6,
theUniversityofTennesseeHealthScienceCenter7(UTHSC),
CornellUniversity8,andAMD9.HPCremainsaconservative

1https://guix.gnu.org
2https://www.inria.fr/en/
3https://www.mdc-berlin.de/
4https://ubc.uu.nl/
5https://www.cnrs.fr/en
6https://u-paris.fr/en/
7https://uthsc.edu/
8https://www.csl.cornell.edu/
9https://www.amd.com
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•administratorsofHPCmachines.

ThereareatleasttwofurthergroupsofactorsrelevantforHPC:

•developersofscientificsoftwaredeployedonHPCsys-
tems;

•vendorsofHPCmachinesandtheassociatedsystemssoft-
ware.

WhatGuix-HPCcoulddoforthesetwogroupsisprovidesup-
portandtrainingonreproducibilityissues.Timetraps,forex-
ample,shouldbeavoided(orremoved)bytheupstreamprojects,
ratherthanworkedaroundatthepackaginganddeployment
stages.Preventionisbetterthancure.Butmostsoftwaredevel-
operstodayareunfamiliarwiththeconceptoftimetraps.

Amuchmoreambitiouschallengeisworkingwithdevelop-
ersoflanguage-specificpackaginganddistributionsystemsin
viewofenhancedintegrationwithsystem-levelpackagingap-
proachessuchasGuix.TheJavaScriptecosystemisperhapsthe
best-knownexampleofanecosystemwhosepackaginghabits
makeitdifficulttobuildsoftwarereproduciblyfromsource
code(seethisten-year-oldrant102foranexample).TheJulia
andRustecosystemsaretakingasimilardirection.Withthe
growingpopularityofJuliaandRustinscientificcomputing,
newobstaclestoreproducibilityarethereforeappearingonthe
horizon.

102https://dustycloud.org/blog/javascript-packaging-dystopia/
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domain but over the years, we have reached out to many orga-
nizations and people who share our goal of improving upon the
status quo when it comes to software deployment.

This report—our seventh report!—highlights key achieve-
ments of Guix-HPC between our previous report10 a year ago
and today, February 2025. This year was marked by exciting
developments for HPC and reproducible workflows. Significant
advances were made in integrating Guix into the complex soft-
ware landscape of HPC, taking the roles of software manager,
workflow execution engine, backend for generating container
images, or provider for the complete operating system layer.
Support for reproducing computations from the past was also
much improved. And, as usual, we have been using Guix for
research, and teaching other researchers how to get started.

10https://hpc.guix.info/blog/2024/02/guix-hpc-activity-report-2023/
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6
Perspectives

Computational reproducibility is still widely regarded as too
difficult to achieve. In 2024, we have continued to lower the
barriers, by improving the Guix itself and by integrating it with
other foundational tools of computational science: workflow
managers and widely deployed container runtimes. Integration
with another foundational tool, continuous integration on soft-
ware forges, remains unsatisfactory so far, but is being worked
on. We have also demonstrated that reproducibility is not in
contradiction with striving for performance. Scientists from a
growing number of domains are adopting Guix, as illustrated by
the introduction of new packages in the Guix-Science channel,
targeting domains such as physics, neuroscience, or electronics
design.

So far, we have focused on addressing the needs of two groups
of actors in HPC:

• HPC users—i.e., researchers and engineers who use HPC
in research projects;
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1 Outline
Guix-HPCaimstotacklethefollowinghigh-levelobjectives:

•Reproduciblescientificworkflows.ImprovetheGNUGuix
toolsettobettersupportreproduciblescientificwork-
flowsandtosimplifysharingandpublicationofsoftware
environments.

•Clusterusage.StreamliningGuixdeploymentonHPC
clusters,andprovidinginteroperabilitywithclustersnot
runningGuix.

•Outreach&usersupport.ReachingouttotheHPCand
scientificresearchcommunitiesandorganizingtraining
sessions.

Thefollowingsectionsdetailworkthathasbeencarriedoutin
eachoftheseareas.

3

•GRICAD:CNRS0.5person-year(BenjaminArrondeau
andPierre-AntoineBouttier),UGA0.1person-year(Cé-
lineAcary-Robert)

•MaxDelbrückCenterforMolecularMedicineinthe
HelmholtzAssociation(MDC):2person-years(Ricardo
Wurmus,NavidAfkhami,andMădălinIonelPatras,cu)

•UniversitéParisCité:0.5person-year(SimonTournier)
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2
Reproducible Scientific

Workflows
Supporting reproducible research workflows is a major goal for
Guix-HPC. This section looks at progress made on packaging
and tooling.

2.1 Packages
With now more than 57,000 packages in Guix and related chan-
nels for scientific packages, the least we can say is that the package
collection has grown significantly. Here are some of the high-
lights of the many additions that were made.

A critical element for HPC is libraries implementing the
Message Passing Interface (MPI). Open MPI version 5 was added
this year, together with upgrades of key packages: slurm, lib-
fabric, ucx, and more. Noticeably, libfabric gained support for

4

5
Personnel

GNU Guix is a collaborative effort, receiving contributions from
more than 90 people every month—a 50% increase compared
to last year. As part of Guix-HPC, participating institutions
have dedicated work hours to the project, which we summarize
here.

• CNRS: 0.2 person-year (Konrad Hinsen)

• Inria: 3.5 person-years (Ludovic Courtès and Romain
Garbage; contributors to the Guix-HPC, Guix-Science,
and Guix channels: Emmanuel Agullo, Julien Castelnau,
Luca Cirrottola, Marc Fuentes, Gilles Marait, Florent
Pruvost, Philippe Swartvagher; system administrator in
charge of Guix on the PlaFRIM and Grid’5000 clusters:
Julien Lelaurain)

• University of Tennessee Health Science Center (UTHSC):
3+ person-years (Efraim Flashner, Collin Doering, Bon-
face Munyoki, Fred Muriithi, Arun Isaac, Andrea Guar-
racino, Erik Garrison and Pjotr Prins)
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theHPE/CraySlingshotinterconnect11.HPEreleaseditssup-
portinglibrary,libcxi,inNovember2023,andGuixwasthe
firstdistributiontoprovideit.Slingshotsupportisparticularly
importantfortoday’sHPCworkloads:Slingshotistheinter-
connectfoundonkeysupercomputers,fromAdastra(Tier-1
supercomputerinFrance),toLUMI(Tier-0supercomputerop-
eratedbyEuroHPCinFinland),andFrontier(currentlythe
firstsupercomputerinTop500,hostedatORNLintheUnited
States).

WeverifiedthatourMPIpackagesachieveperformance
portabilitybyshippingMPIbenchmarksbundledwithguix
packtoAdastraandrunningthemwithoutfurtherado,anddo
notsufferperformancelosscomparedtothevendor-provided
opaqueMPIbinaries.SeethesectionClusterUsageandDeploy-
mentforconcreteresultsobtainedonmajorsupercomputers
withdifferenttypesofinterconnects.

IntheGuix-HPCchannel12,theROCm/HIPsoftwarestack
forAMDGPUswasupgradedtoversion6.2.AMDengi-
neersalsocontributedmorepackagestothecollection,including
rocprof-registerandhiprand(helperHIP/ROCmlibraries)
andAOCLoptimizednumericallibrariesforAMDprocessors
(aocl-utils,aocl-lapack,aocl-scalapack).

Anincreasinglyimportanttoolforcomputationalsciences
istheJuliaprogramminglanguage.InthemainGuixchannel,
morethan300packagesofJulialibrariesarenowavailable,
makingitmorereadilyusable.

Muchscientificsoftwarepackagingactivitythisyearhap-
penedintheGuix-Sciencechannel13.First,wemigratedthe
Guix-Scienceumbrella(whichincludesseveralchannelsinaddi-
tiontoGuix-Science)toCodeberg,amodernfreesoftwareforge.

11https://hpc.guix.info/blog/2024/11/targeting-the-crayhpe-slingshot-
interconnect/

12https://gitlab.inria.fr/guix-hpc/guix-hpc
13https://codeberg.org/guix-science/guix-science

5

thedeclarativeapproachtoreproducibleandportablesoft-
wareenvironmentsusingGuix.
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We developed the missing parts to hook repositories at Code-
berg into our continuous integration and continuous delivery
(CI/CD) server14 at https://guix.bordeaux.inria.fr.

The Guix-Science channel received contributions for pack-
ages in new scientific domains, including physics, neuroscience,
and electronics design. We are eager to see the list of scientific
domains covered by Guix-Science grow.

Last, a new version of Guix-Jupyter, the Jupyter kernel that
brings reproducible software deployment to notebooks, was
released15 in November. The new version allows users to pin
multiple channels in their notebook and improves its built-in
kernel for Guile programming.

2.2 Concise Common Workflow Language
The Concise Common Workflow Language (ccwl)16 is a con-
cise syntax to express Common Workflow Language (CWL)17

workflows. It is implemented as an EDSL (Embedded Domain
Specific Language) in Guile Scheme. Unlike workflow languages
such as the Guix Workflow Language (GWL), ccwl is agnostic
to deployment. It does not use Guix internally to deploy ap-
plications. It merely picks up applications from PATH and thus
interoperates well with Guix and any other package managers
of the user’s choice. ccwl also compiles to CWL and thus reuses
all tooling built to run CWL workflows. Workflows written in
ccwl may be freely reused by CWL users without impediment,
thus ensuring smooth collaboration between ccwl and CWL
users.

14https://hpc.guix.info/blog/2025/01/join-the-guix-science-community/
15https://hpc.guix.info/blog/2024/11/guix-jupyter-0.3.0-released/
16https://hpc.guix.info/blog/2022/01/ccwl-for-concise-and-painless-cwl-

workflows/
17https://www.commonwl.org/
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computing centres — everyone is welcome to join in this
one-hour monthly meeting to discuss questions they have
about Guix and its use in the broadest sense. Each session
has a specific level of difficulty, clearly indicated in the
program100. Some sessions are designed for beginners and
others for more experienced users. For example, in 2024,
entry-level topics included an introduction of Guix from a
user point of view and the presentation of basic commands.
We also covered more advanced topics such as the use of
G-exp and the different stages in the life of a package.

• MOOC “Reproducible Research II: Practices and tools
for managing computations and data”

A first session101 of this new online course (MOOC) has
been run from 16 May to 26 September 2024. One of
its three modules is about reproducible computational en-
vironments. It includes a detailed introduction to Guix,
with exercises, and it uses Guix to ensure the reproducibil-
ity of its main example, a workflow for detecting sunspots
in a database of thousands of images of the sun. A revised
second session is planned for April 2025.

• MDC seminar in the series “Research Data Management:
Monday seminars on Reproducibility”: “Software repro-
ducibility with Guix”

This seminar session took place on 22 April 2024 at the
MDC for an audience of bioinformatics researchers. In
this session we looked at the problem of computational
reproducibility, clarified the role (and the limitations) of
containers in the realm of reproducibility, and introduced

100https://hpc.guix.info/events/2024-2025/café-guix/
101https://www.fun-mooc.fr/en/courses/reproducible-research-ii-practices-

and-tools-for-managing-comput/
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ccwl0.4.0wasreleasedinJanuary202518.ccwl0.4.0pro-
videsanewjs-expressioncontructtoexpressCWLExpressionTool
classworkflows,andcomeswithmorepracticalexamplesinthe
Cookbooksectionofthemanual.

2.3ravanan
ravanan19isanewCommonWorkflowLanguage(CWL)20

implementationthatispoweredbyGNUGuixandprovides
strongreproducibilityguarantees.ravananrunsCWLworkflow
descriptionsasjobsonaHPCbatchsystem.ravananusesGNU
Guixtomanageallpackagesusedbystepsintheworkflow.In
addition,ittakesinspirationfromGNUGuixandusesacontent-
addressedstoretoprovidestrongcachingofintermediateresults.
Thankstothese,ravananneverrunsthesamecomputationtwice
anditscachenevergoesstale.

Othersalientfeaturesofravananinclude:

•One-to-onecorrespondencebetweenstepsintheCWL
workflowandjobsontheHPCbatchsystem;

•Clearloggingforeveryjobrun;

•Jobsneverwritedirectlytothesharednetworkfilesystem
onHPC,whichisessentialforgoodperformance;

•Jobsneverwriteto/tmp.

Lackofreproducibilityandincreasinglycomplexsoftwareare
agrowingconcerninscientificworkflows.Manyofthesechal-
lengeshavebeeneffectivelyaddressedbyGNUGuix.ravanan

18https://ccwl.systemreboot.net
19https://github.com/arunisaac/ravanan
20https://www.commonwl.org/
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4.3Events
Ashasbecometradition,PjotrPrinsandManolisRagkousis
spearheadedtheorganizationofthe“Declarativeandminimalis-
ticcomputing”track98atFOSDEM2024,whichwashometo
severalGuixtalks,alongwiththesatelliteGuixDayswhere50
Guixcontributorsgathered.

AsafollowuptotheworkshopthattookplaceinNovember
2023,weorganizedaMiniWorkshoponGuixinHPC99.The
eventtookplaceinBordeaux,France,withremoteattendance
aswell,rightafterJCAD,theFrench-speakingconferencefor
HPCpractitioners.Aboutfortypeoplejoinedonsiteanda
dozenmoreon-line.Theaimoftheworkshopwastwofold.
Thefisthalfdaywasdedicatedtotheuserspointofviewand
howtomanagecalculuswithGuixinvariouscontexts.During
thesecondhalfday,presentationsanddiscussionsfocusedon
theuseofGuixasapackagemanagerinmesocentres.Speakers
showedtheuseofGuixinHPCinavarietyofdisciplines—from
materialphysicstolinearalgebraandsystemadministration—by
PhDcandidates,researchsoftwareengineers,andseniorsystem
administrators.Inadditiontothesetalks,apanelallowedHPC
centerengineerstosharetheirexperiencesettingupGuixon
clustersanddiscusspainpointsandissuesthatwouldneedtobe
addressedforbroaderadoption.

4.4TrainingSessions
•CaféGuix

CaféGuixisaninformalmonthlydiscussionaboutthe
Guixsoftwareenvironmentmanager.Students,researchers,
systemadministrators,supportstafffromlaboratoriesor

98https://archive.fosdem.org/2024/schedule/track/declarative-and-
minimalistic-computing/

99https://hpc.guix.info/events/2024/workshop/
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takes this to the next level by seamlessly integrating Guix with a
well-established standards-based workflow language like CWL.

ravanan had its first release—version 0.1.0—in January
2025.

2.4 Ensuring Source Code Availability
In June 2024, we published a new research paper entitled Source
Code Archiving to the Rescue of Reproducible Deployment21 for
the ACM Conference on Reproducibility and Replicability22.
The paper presents work that has been done since we started
connecting Guix with the Software Heritage (SWH) archive23

five years ago. This is the first paper describing the design and
implementation of Disarchive24, our ‘tarball’ metadata extraction
and recovery tool that, combined with Software Heritage, allows
Guix to automatically recover tar.gz and similar source code
files, even when they vanished from their original hosting site.

Leading to this publication, we made significant strides in
collaboration with the SWH development team to improve
Guix’s ability to recover source code. In particular, Guix can
now look up any version control checkout by content hash using
the new SWH “ExtID” interface. Source code distributed with
the Subversion version control tool was previously archived at
SWH but unrecoverable by Guix; these changes fill the gap.

Timothy Sample’s Preservation of Guix reports25 further
allowed us to monitor archival coverage and to identify discrep-
ancies in Guix, Disarchive, and/or SWH. What these reports
and the research article show is that, by addressing a number of

21https://doi.org/10.1145/3641525.3663622
22https://acm-rep.github.io/2024/
23https://guix.gnu.org/en/blog/2019/connecting-reproducible-deployment-

to-a-long-term-source-code-archive/
24https://ngyro.com/software/disarchive.html
25https://ngyro.com/pog-reports/latest/
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• Environnement logiciel reproductible, à quelle échéance ?91,
2ème Journée d’Étude ARDoISE, Dec. 2024 (Simon
Tournier)

• Reproducible Software Deployment with Guix in HPC, Sem-
inar at CERFACS92, Dec. 2024 (Ludovic Courtès)

• Déployer AVBP avec Guix, Seminar at CERFACS93, Dec.
2024 (Romain Garbage)

• Reproducible Software Deployment with GNU Guix, Sem-
inar of the ADAC94 working group on Portability, Sus-
tainability, and Integration, Jan. 2025 (Ludovic Courtès)

• At the Barcelona Supercomputing Center (BSC), Arun
Isaac and Pjotr Prins presented their work95 on Guix for
HPC, including ravanan96, an optimized and reproducible
Common Workflow Language (CWL) runner.

• . . . and the talks of the November 2024 Guix-HPC Work-
shop97

91https://archive.softwareheritage.org/swh:1:cnt:a9f6cf68206d4928c9c6598c94a682ff7beb3b40;origin=https://gitlab.com/zimoun/ardoise24;visit=swh:1:snp:505a523ffeeabac08949e36a519cc413b3ae20f2;anchor=swh:1:rev:5ed8f181d9b7a23c27b25cb735cd55666b8d3e31;path=/tournier-
20241217.pdf

92https://cerfacs.fr
93https://cerfacs.fr
94https://adac.ornl.gov/
95https://www.bsc.es/research-and-development/research-seminars/sors-

genomics-workloads-the-future-now
96https://git.systemreboot.net/ravanan/about/
97https://hpc.guix.info/events/2024/workshop/
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issues,GuixasofJanuary2024had94%ofitspackagesource
codearchived.

2.5ReproducibleResearchinPractice
Inthissection,welookatthevarietyofwaysGuixisusedto
supportreproducibleresearchwork.

2.5.1DeployingSoftwarefromthePast

Ensuringsourcecodeavailability,asdiscussedabove,isjustthe
firststeptosupportingreproducibledeployment.Guix1.0.0
wasreleasedin201926andourgoalistoallowuserstotravelas
farbackas1.0.0andredeploy(andpotentiallyrebuild)software
fromthere,asinthisexample:

$guixtime-machine-q–commit=v1.0.0–\
environment–ad-hocpython2–python

>guile:warning:failedtoinstalllocale
Python2.7.15(default,Jan11970,00:00:01)
[GCC5.5.0]onlinux2
Type"help","copyright","credits"or"license"formoreinformation.
>>>

(Thecommandaboveusesguixenvironment,thepredecessor
ofguixshell27,whichdidn’texistbackthen.)It’sonly5years
agobutit’sprettymuchremotehistoryonthescaleofsoftware
evolution.

Inthebestcase,thetime-machinecommandabovesucceeds
quickly,thankstotheavailabilityofsubstitutes(pre-builtbi-
naries)forthat2019softwarestack.Intheworstcase,users

26https://guix.gnu.org/en/blog/2019/gnu-guix-1.0.0-released/
27https://guix.gnu.org/en/blog/2021/from-guix-environment-to-guix-

shell/
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•Reproducibilityandreplicabilityofcomputersimulations82,
KeynoteatACMREP202483,June2024(KonradHin-
sen)

•SourceCodeArchivalToTheRescueOfReproducibleDe-
ployment84,atACMREP202485,June2024(Simon
Tournier)

•Reproducibilitédesrésultatsderechercheàl’aidedeGNU/Guix86,
webcast87,15èmesJournéesInformatiquesIN2P3/IRFU,
Sep.2024(CayetanoSantos)

•ContinuousIntegration&ContinuousDeliveryforHPC
withGuix,WebinaroftheCASTIEL2EuropeanProject88,
Sep.2024

•Reconcilinghigh-performancecomputingwiththeuseofthird-
partylibraries?89,JournéesCalculetDonnées(JCAD),
Nov.2024(EmmanuelAgullo)

•(Re)Déploiementdeconteneursetmachinesvirtuellesavec
Guix90JournéesRéseauxdel’EnseignementetdelaRecherche
(JRES),Dec.2024(SimonTournier)

82https://khinsen.net/keynote-acm-rep-24/
83https://acm-rep.github.io/2024/
84https://archive.softwareheritage.org/swh:1:cnt:33c596794d8435666bf98249b2022dbd082fddba;origin=https://git.savannah.gnu.org/git/guix/maintenance.git;visit=swh:1:snp:c5faf5f89ed934b3e22cc00f0f27b6a7257157f4;anchor=swh:1:rev:1e75e9a0aaf763bb818d069b08441a777b628096;path=/talks/acm-

rep-2024/talk.20240619.pdf
85https://acm-rep.github.io/2024/
86https://indico.in2p3.fr/event/31391/contributions/142453/
87https://webcast.in2p3.fr/video/reproducibilite-des-resultats-de-recherche-

a-laide-de-gnu-guix
88https://eurohpc-ju.europa.eu/research-innovation/our-projects/castiel-2_

en
89https://jcad2024.sciencesconf.org/
90https://2024.jres.org/programme#modal-135
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have to rebuild some or all of that software because substitutes
are unavailable. Unfortunately, while relying on isolated build
environments28 prevents a number non-reproducibility issues by
construction, a couple of issues may still crop up. Chief among
them are time traps: software build processes that fail after a
certain date.

Time traps are rare but not uncommon; historically they
affected a few key packages: OpenSSL, GnuTLS, OpenJDK,
Python, and more. The problem is that, because of them, at-
tempts to rebuild today a software stack that contains one of
these packages would fail.

We developed a solution to sidestep time traps and similar
build issues29. The new virtual build machine30 service for Guix
System provides even more isolation for builds, and control
over aspects that the Guix build daemon alone cannot afford.
In particular, the service lets users choose the initial date of the
virtual build machine and the CPU model it emulates. Once in-
stantiated, Guix transparently offload builds to the virtual build
machine, thereby allowing users to rebuild software packages
from the past. This is an important improvement for repro-
ducible research, though probably not the end of the road.

28https://guix.gnu.org/manual/devel/en/html_node/Build-Environment-
Setup.html

29https://hpc.guix.info/blog/2024/03/adventures-on-the-quest-for-long-
term-reproducible-deployment/

30https://guix.gnu.org/manual/devel/en/html_node/Virtualization-
Services.html#Virtual-Build-Machines
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Variability on Applications Packaged with Docker and Guix:
a Case Study in Neuroimaging75, 2nd ACM Conference
on Reproducibility and Replicability (ACM REP), June
2024

• Simon Tournier, (Re)Déploiement de conteneurs et machines
virtuelles avec Guix76 Journées Réseaux de l’Enseignement
et de la Recherche (JRES), Dec. 2024

4.2 Talks
Since last year, we gave the following talks at the following
venues:

• RISC-V Bootstrapping in Guix and Live-Bootstrap77, FOS-
DEM, February 2024 (Ekaitz Zárraga)

• Making reproducible and publishable large-scale HPC ex-
periments78, FOSDEM, February 2024 (Philippe Swart-
vagher)

• Reproducibility and Performance: Why Choose?79, 52nd
ORAP Forum80, March 2024 (Ludovic Courtès)

• Dependable Software Deployment with Guix81, Interna-
tional Post-Exascale Workshop (InPEx), June 2024 (Lu-
dovic Courtès)

75https://doi.org/10.1145/3641525.3663626
76https://2024.jres.org/programme#modal-135
77https://archive.fosdem.org/2024/schedule/event/fosdem-2024-1755-

risc-v-bootstrapping-in-guix-and-live-bootstrap/
78https://archive.fosdem.org/2024/schedule/event/fosdem-2024-2651-

making-reproducible-and-publishable-large-scale-hpc-experiments/
79https://www.youtube.com/embed/gzF1IMLBRLw&t=1h36m1s
80http://orap.irisa.fr/52ieme-forum-reproductibilite/
81https://inpex.science/workshop/the-2024-inpex-workshop/
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2.5.2SupportingArtifactEvaluationatSuperComputing2024

TheReproducibilityInitiative31oftheInternationalConference
forHighPerformanceComputing,Networking,Storage,and
Analysis2024(SC2432)proposedtheuseofGuixasonethe
threeofficialoptionsfortheArtifactEvaluation(AE)process33.
BecauseusingtheexperimentalplatformChameleonCloud34

isencouragedfortheSC24AEprocess,wehavealsodesigned
andprovidedaChameleonCloudGuix-readyimage,named
Guix-Ubuntu22.04-CUDA12.3-2024061735.

Werefertheblogarticle36foranoverviewandtothethe
tutorial37formoreinformation.

2.5.3DIAMONDandGuix

DIADEM38isaFrenchnationalexploratoryprogramaimingat
acceleratingthediscoveryofnewmaterials,launchedattheend
of2023withabudgetof85M=Cfor6years.Itsnumericalback-
bone,DIAMOND39,ismeanttoprovidearobustinfrastructure
onwhichalldatabasesandsimulationtools(forcomputationand
visualisation)canrely.Forthelatter,astrongneedwasexpressed
foreasilycontrollableandreproduciblesoftwareenvironments.
Fortheenduser,thechosensolutioniscontainerization,with

31https://sc24.supercomputing.org/program/papers/reproducibility-
initiative/

32https://sc24.supercomputing.org/
33https://sc24.supercomputing.org/program/papers/reproducibility-

appendices-badges/
34https://www.chameleoncloud.org/
35https://chi.tacc.chameleoncloud.org/ngdetails/OS::Glance::Image/3de1f650-

091c-4c2b-8bca-73738ddb0b68]
36https://hpc.guix.info/blog/2024/07/supporting-academic-conference-

artifact-evaluation/
37https://guix-hpc.gitlabpages.inria.fr/sc24-reproducibility-initiative/
38https://www.pepr-diadem.fr
39https://diamond-diadem.github.io
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4 OutreachandUserSupport
Guix-HPCisinpartabout“spreadingtheword”aboutour
approachtoreproduciblesoftwareenvironmentsandhowit
canhelpfurtherthegoalsofreproducibleresearchandhigh-
performancecomputingdevelopment.Thissectionsummarizes
talksandtrainingsessionsgiventhisyear.

4.1Articles
ThefollowingrefereedarticlesaboutGuixwerepublished:

•LudovicCourtès,TimothySample,SimonTournier,and
StefanoZacchiroli,SourceCodeArchivingtotheRescue
ofReproducibleDeployment74,2ndACMConferenceon
ReproducibilityandReplicability(ACMREP),June2024

•GaelVila,EmmanuelMedernach,InesGonzalezPepe,
AxelBonnet,YohanChatelain,MichaelSdika,Tristan
Glatard,andSorinaCamarasuPopTheImpactofHardware

74https://doi.org/10.1145/3641525.3663622
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Apptainer being the preferred candidate due to its HPC-friendly
features and its already decent availability on the French HPC
grid. For the time being, Guix acts primarily as a backend in
the project, in order to build such containers via the guix pack
command, de facto ensuring long-term reproducibility. At the
time of writing this report, dozens of simulation tools covering
all scales of materials simulation (see the code cloud below) are
already available on the dedicated public channel40. In addition,
a “package to container image” conversion pipeline has also been
set up, taking full advantage of GitLab-CI to automate the build,
update, and deploy processes.

As well as filling out the list of available packages even more,
there are also plans to give them better exposure, to escape
from their current backend status, through extended documenta-
tion and upstream inclusion into other popular channels. The
underlying hope is to follow the ever-growing Guix trend in
the French HPC community (see for instance the NumPEx41

project or the MesoNET42 initiative, both using Guix) with a
ready-to-use, robust set of popular tools for the materials simu-
lation community. Another ongoing work in the DIAMOND
project concerns providing ready-to-use workflows (chains of cal-
culations) involving multiple simulation tools using AiiDA43, a
popular workflow manager in the materials science community.

2.5.4 Digital Electronics Design

A new research approach to digital electronics design of FPGAs
has recently arisen. This approach, strongly based on Guix,
features advanced packaging, versioning and dependency man-
agement capabilities for gateware products in the form of VHDL

40https://gricad-gitlab.univ-grenoble-alpes.fr/diamond/guix/guix-channel
41https://numpex.org/fr/
42https://www.mesonet.fr
43https://aiida-tutorials.readthedocs.io/en/latest/
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3.4 Supporting RISC-V
RISC-V represents avanced open source hardware and is mak-
ing inroads with HPC, e.g. in Barcelona69 and with the new
Barcelona Supercomputing Center Sargantana chip. EU invest-
ments in RISC-V are coming online70. Other countries are also
investing deeply into RISC-V including China71.

Christopher Batten (Cornell) and Michael Taylor (Univer-
sity of Washington) are in charge of creating the NSF-funded
RISC-V supercomputer with 2,000 cores per node and 16 nodes
in a rack (NSF PPoSS grant 2118709), targeting Guix driven
pangenomic workloads by Erik Garrison, Arun Isaac, Andrea
Guarracino, and Pjotr Prins. The aim is to have a prototype run-
ning in 2025. The supercomputer will incorporate Guix and the
GNU Mes bootstrap, with input from Arun Isaac, Efraim Flash-
ner and others. NLNet72 funds RISC-V support for the Guix
riscv64 target from Efraim Flashner and the GNU Mes RISC-
V bootstrap project with Ekaitz Zarraga, Andrius Štikonas, and
Jan Nieuwenhuizen. The RISC-V bootstrap is fully working73

and can be adopted by Linux distributions!

69https://riscv.org/blog/2023/07/risc-v-summit-europe-2023-highlights-
from-barcelona/

70https://www.hpcwire.com/2022/12/16/europe-to-dish-out-e270-
million-to-build-risc-v-hardware-and-software/

71https://www.theregister.com/2025/01/08/chinese_riscv_project_teases_
2025/

72https://nlnet.nl
73https://ekaitz.elenq.tech/bootstrapGcc15.html
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designunits.Thisdepartsfromtraditionalmethodsinthisdo-
main,basedonTclorPythonscriptingasagluetotheseveral
existingbuildingblocks.UsingGuix,itbecomessimpletofol-
lowadeclarativeparadigmtohandlefirmwaredependencies,in
paralleltocreatingreproduciblesoftwareenvironments,which
guaranteestraceabilityduringthefulldesigncycle.Thanksto
lastyear’supdatestothemainGuixrepository,butalsotonew
packagesintheGuix-Sciencechannel44andtheElectronicschan-
nel45,itisnowpossibletoelaborateandsimulate(GHDLand
NVCcompilers)designsinVHDL-2008,makinguseofunit
testingframeworks(vunit)andmodernverificationlibraries
(osvvm),inadditiontoperformingcosimulation(cocotb).Itis
alsofeasibletosynthesizeandtoimplementformalverificationof
complexlogic(yosys)innativeVHDL(ghdl-yosys-plugin).

Inparalleltoallpreviousadditions,Guix’sperformance,
flexibilityandstabilityasthebaseofacontinuousintegration
frameworkarecurrentlybeinginvestigatedinthecontextof
FPGAverification.Thisway,sophisticatedpipelinesusingthe
GuixWorkflowLanguage(GWL)arebeingdeployedtoremote
buildfacilitiesonpublicGitforges.BasedonnativeGuixSystem
images(forSourceHut),updateddaily,oronuser-definedcus-
tomDockercontainers(forGitLab),severaltestingpipelinesare
beingdeployedtoverifyVHDLdesigns.Anintroductiontocur-
rentdevelopmentswaspresentedbyCayetanoSantos46during
thelatestCNRS/CEAsystemadministrationandsoftwareengi-
neeringconference(15èmeJournéesInformatiquesIN2P3/IRFU).

44https://codeberg.org/guix-science/guix-science
45https://git.sr.ht/~csantosb/guix.channel-electronics
46https://indico.in2p3.fr/event/31391/contributions/142453/
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3.3PangenomeGeneticsResearchClusterat
UTHSC

AtUTHSC,Memphis(USA),wearerunninga16-nodelarge-
memoryOctopusHPCcluster65(438realCPUcores)dedi-
catedtopangenomeandgeneticsresearch.In2024,thestorage
doubleduptoa400TBLizardfsSSDfiber-opticconnecteddis-
tributednetworkstorage.Weaimtoreplacetheunmaintained
LizardfssoftwarewithamoreefficientCephdistributedstorage.

NotableaboutthisHPCclusteristhatitisadministeredby
theusersthemselves.ThankstoGuix,weinstall,runandmanage
theclusterasresearchers—androllbackincaseofamistake.
UTHSCITmanagestheinfrastructure—i.e.,physicalplace-
ment,electricity,routersandfirewalls—butbeyondthatthere
arenodemandsonIT.Thankstoout-of-bandaccess,wecan
completely(re)installmachinesremotely.OctopusrunsGuix
ontopofaminimalDebianinstallandweareexperimenting
withpureGuixvirtualmachinesandnodesthatcanberunonde-
mand.AlmostalldeployedsoftwarehasbeenpackagedinGuix
andcanbeinstalledonthehead-nodebyregularusersonthe
clusterwithoutrootaccess.Thissamesoftwareissharedthrough
NFSonthenodes.Seetheguix-bioinformatics66channelforall
deploymentconfiguration.

ThankstoCollinDoeringandthewiderGuixcommunity
wenowhaveGuixonabaremetalmachinethatactsasabuild
‘farm’forGuixNorthAmerica67thatservesthecontinentand
alsoservicesourHPC.Collin’sbloggoesintomoredetailinhis
postSetupofaSimpleGuixBuildFarmandSubstituteServer68.

65http://genenetwork.org/facilities/
66https://git.genenetwork.org/guix-bioinformatics/
67https://cuirass.genenetwork.org
68https://www.blog.rekahsoft.ca/posts/guix-na-build-farm.html
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2.5.5 Reproducible Multiphysics Simulation and Workflow
Runs on HPC Systems

As part of efforts to enable reproducible workflows across diverse
HPC environments, a team at the Helmholtz Centre for Envi-
ronmental Research – UFZ47 implemented an AiiDA48-based
workflow49 to create portable, optimized, and reproducible con-
tainer images of the OpenGeoSys50 software suite which enable
consistent multi-physics simulations and complex workflow runs
on various HPC platforms.

Using GNU Guix, the software stack was generated on
multiple machines from a source bootstrap, ensuring bit-by-bit
reproducibility of the resulting Apptainer images. These images
were then deployed to three HPC systems: JUWELS51 at the
Jülich Supercomputing Centre (Tier-0), BARNARD52 at TUD
Dresden University of Technology (Tier-2), and EVE53 at the
Helmholtz Centre for Environmental Research – UFZ. The
containers were evaluated on all environments through MPI
interconnect performance checks, simple MPI-based simulations
(3 cores), multi-node MPI-based simulations (96 cores), and
a complex Snakemake54-based workflow from the AREHS55

project running on all cores of a single node. All outputs, in-
cluding simulation results and plots generated by the Snakemake
workflow, are bit-by-bit identical reproduced on all three HPC
platforms.

47https://www.ufz.de/
48https://www.aiida.net/
49https://gitlab.opengeosys.org/bilke/hpc-container-study
50https://www.opengeosys.org/
51https://www.fz-juelich.de/en/ias/jsc/systems/supercomputers/juwels
52https://doc.zih.tu-dresden.de/jobs_and_resources/hardware_

overview/#barnard
53https://www.ufz.de/index.php?en=51499
54https://snakemake.github.io/
55https://tu-freiberg.de/en/node/4571/arehs
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• Docker image generation using guix pack -f docker

Below is a summary of the techniques that have been validated on
the different target machines, French national supercomputers
(so-called “Tier-1”) and EuroHPC supercomputers (“Tier-0”):

• Jean-Zay (IDRIS): Singularity images and relocatable bi-
nary archives.

• Adastra (CINES): Relocatable binary archives (Singularity,
which is also available, has not been tested but should work
out-of-the box).

• Irène (TGCC): Docker images (currently validated for
single processes only), both on x86_64 and aarch64 CPU
architectures.

• LUMI (EuroHPC): Singularity images (currently vali-
dated on a single node).

As an example of successful application of these techniques,
AVBP63, a physics simulation code that has been packaged in
Guix, has been run on Adastra on up to 1,600 MPI processes
(80 processes per node on 20 nodes) using a relocatable binary
archive and on Jean-Zay (up to 256 MPI processes, on 256
nodes with a single process per node) using a Guix generated
Singularity image.

A number of tutorials related to reproducible software de-
ployment on Tier-1 and Tier-0 clusters have been published64

by the NumPEx Development and Integration work package.
Future work will be needed to validate multi-processes/multi-

nodes on TGCC and EuroHPC machines.
63https://www.cerfacs.fr/avbp7x/index.php
64https://numpex-pc5.gitlabpages.inria.fr/tutorials/

19



Insummary,GNUGuixenabledthereliablereproduction
ofcomplexmultiphysicssimulationresultsacrossmultipleHPC
systemsusingonlytheoriginalinputdataandthecommithashes
ofGuixandrelatedpackagechannelstogeneratetherequired
softwareenvironment.

2.5.6ExploringtheImpactofHardwareVariability

InapaperpresentedatACMREP’2456thatreceivedthe“Best
PaperAward”,westudiedtheeffectofhardwarevariabilityon
resultsproducedbytheFSLFLIRT57application,awidely-used
softwarecomponentinneuroimagingdataanalyses.

WhilesoftwarecontainerizationsolutionssuchasDocker
andSingularityhavebeendeployedtomasktheeffectsofsoftware-
inducedvariability,variationsinhardwarearchitecturesstill
impactneuroimagingresultsinanunclearway.Usingthe
Grid’5000infrastructure,westudiedtheeffectofninedifferent
CPUmodelsusingtwosoftwarepackagingsystems(Docker
andGuix),andwecomparedtheresultinghardwarevariability
tonumericalvariabilitymeasuredwithrandomrounding.Re-
sultsshowedthathardware,software,andnumericalvariability
leadtoperturbationsofsimilarmagnitudes.Forthehardware
variability,differencesinresultswereduetodifferencesinmicro-
architectures,specificallythepresenceorabsenceofAVX-2
support.Theeffectofhardwareperturbationsonlinearregistra-
tionremainedmoderate,butmightimpactdownstreamanalyses
whenlinearregistrationisusedasinitializationstepforother
operations.

56https://doi.org/10.1145/3641525.3663626
57https://fsl.fmrib.ox.ac.uk/fsl/
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Thelibfabricpackagedefinitionhasbeenimprovedtosup-
portabroadervarietyofnetworkinterconnects:itnowsupports
IntelOmni-PaththroughPSM2,Infiniband,iWarpandRoCE
throughtheLinuxVerbsAPI.TheMPICHimplementationof
MPIcannowusetheseinterconnectdrivers.

CUDAsupporthasbeenimproved:OpenMPIhasnow
GPUDirectsupportandthenccllibraryisnowavailable.

TestshavebeencarriedoutonFrenchTier-1supercom-
puters(AdastraandJean-Zay)toensureproperperformance
wasachievedbytheMPIsoftwarestack.Specifically,NVIDIA
GPUDirect/NCCLandROCmRCCLsupporthasbeentested
usingtheOSUMicroBenchmarkssuite.

3.2Tier-0andTier-1Supercomputers
ReproduciblesoftwaredeploymentusingGuixonFrenchTier-
1andEuroHPCTier-0machinesisoneofthegoalsofthe
DevelopmentandIntegrationworkpackage60ofNumPEx61,
theFrenchexascaleHPCprogram,themainconstraintbeing
thatGuixisnotavailableonthesemachines.

Progresshasbeenmadetowardsthisgoal,particularlyon
TGCC’sIrènecluster,whereGuixisnowabletoproduce
Dockercontainerimagessuitableforpcocc62,TGCC’scon-
tainerdeploymenttool.

Guixofferdifferentwaysofgeneratingasoftwarestackthat
canthenbedeployedonasupercomputer:

•Singularity/Apptainerimagegenerationusingguixpack
-fsquashfs

•Relocatablebinaryarchivegenerationusingguixpack
-RR

60https://numpex.org/exadi-development-and-integration/
61https://numpex.org/
62https://github.com/cea-hpc/pcocc
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In the course of this study, we also wrote FSL Guix modules
to compile the FSL application and all its dependencies in a
reproducible manner. FSL Guix modules are available on a
public Git repository58.

58https://gitlab.in2p3.fr/reprovip/reprovip-guix
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3
Cluster Usage and

Deployment
The sections below highlight the experience of cluster adminis-
tration teams and report on tooling developed around Guix for
users and administrators on HPC clusters.

3.1 MPI Performance Portability
MPI performance portability — achieving optimal MPI perfor-
mance on all supported hardware — is a long-standing goal of
the Guix-HPC project. Progress has been made towards the
achievement of this goal.

Support for the Cray/HPE Slingshot interconnect in Open MPI
through libfabric/libcxi was added as soon as the code was open-
sourced59.

59https://hpc.guix.info/blog/2024/11/targeting-the-crayhpe-slingshot-
interconnect/
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